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• Data volume explosion has empowered ML models on intelligent tasks 
• Feature fields of the same sample may decentralized across platforms
• Centralizing feature fields for model training may arouse privacy concerns

Background

2Behaviors of a target user on online platforms. GDPR: Privacy regulation.



• VFL can utilize decentralized feature fields to learn model

• Challenges 
• Real-world data usually encode bias on sensitive attributes (e.g., gender)
• VFL models may inherit bias and become unfair for some user groups

Vertical Federated Learning
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• Aim to eliminate the effect of sensitive user attributes on model decisions

• Challenges 
• Most existing methods rely on centralized storage of feature fields attribute labels

4

Fair Machine Learning



• Improve the fairness of VFL models with user privacy well protected

FairVFL: Fair Vertical Federated Learning
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• Learn a unified representation to encode decentralized feature fields

FairVFL: Fair Vertical Federated Learning
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• Reduce bias in unified representation via adversarial learning

FairVFL: Fair Vertical Federated Learning
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• Protect privacy in exchanged representations via contrastive adversarial learning

FairVFL: Fair Vertical Federated Learning
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• ADULT
• A public dataset for income prediction task
• Predicting income of users from various user feature (e.g., education level)

• NEWS
• Personalized news recommendation task
• Recommending news based on user’s historical news clicks, search, browsing
• Constructed by user logs on Microsoft News and Bing

• Fairness metric: classification on sensitive attributes via an attack model

Datasets
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Results on Performance and Fairness

Results on ADULT. Results on NEWS.
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Ablation study on adversarial learning. Ablation study on contrastive adversarial learning.

Ablation Study
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• Propose a fair vertical federated learning framework which can improve 
the fairness of VFL models
• Contrastive adversarial learning for privacy protection in fair VFL.

Conclusion
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