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• Online news platforms become popular for people to read news
• News recommendation is important for online news platforms

Personalized News Recommendation
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• User interest modeling is the core task of news recommendation
• Most existing methods encode user interest via a single embedding

Personalized News Recommendation
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Framework of mainstream methods



• User interest is usually diverse and multi-grained
• A single embedding is difficult to effectively model user interest in different 

aspects and granularities

Challenge
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Historical click and non-click behaviors of an example user.



HieRec
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• Overall framework



• Learn hierarchical user interest representation to model diverse and 
multi-grained user interest 
• Model fine-grained user interests in news subtopics (e.g., interests in 

football)
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Hierarchical Interest Matching
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• Match candidate news and user from different interest granularities

• Subtopic-level: 𝑜! = 𝒏"# ⋅ 𝒖!!
$

• Topic-level: 𝑜$ = 𝒏"# ⋅ 𝒖$!
$

• User-level: 𝑜% = 𝒏"# ⋅ 𝒖%

• Overall interest score:
𝑜 = 𝜆$𝑜$ + 𝜆!𝑜! + 1 − 𝜆$ − 𝜆! 𝑜%



• Learn news representation from both news texts and entities
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News Encoder



Datasets
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• MIND:
• A public news recommendation dataset based on Microsoft News
• Constructed by user logs from 2019.10.19 to 2019.11.15 (6 weeks)

• Feeds:
• A private news recommendation dataset
• Constructed by user logs on a news feeds in Microsoft
• Constructed by user logs from 2020.01.23 to 2020.04.23 (13 weeks)



Performance Comparison

13



Effectiveness in User Modeling
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Performance on News Recall

Recall rates
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Recall diversity



Ablation study
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• A HieRec model for news recommendation which can model diverse 
and multi-grained user interest in news
• Hierarchical user interest modeling framework
• Hierarchical user interest matching framework

• Improve accuracy and diversity of news recommendation

Conclusion
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