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• Important for improving user experience on online news platforms
• e.g., Microsoft News, Apple News, and Google News 

Personalized News Recommendation
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• Interest matching is the core task of personalized news recommendation
• Most existing methods model user interests and candidate news independently

• e.g., NAML, NRMS, LSTUR

Personalized News Recommendation
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• User interests are usually very diverse
• Candidate news may cover multiple entities and aspects
• Independent modeling of them is not optimal for interest matching 

Challenges
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• Model user interests and candidate news interactively
• Matching of clicked news and candidate news is helpful for interest matching 

• Knowledge-level matching, semantic-level matching

Motivation

5



• Personalized news recommendation with knowledge-aware interactive matching 

Knowledge-aware Interactive Matching: KIM
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• Interactively model clicked news and candidate news

Knowledge-aware News Co-Encoder
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• Interactively model knowledge relatedness of clicked news and candidate news

Knowledge Co-Encoder
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• Stacked Graph Co-Attention Network
• Interactively model entities in clicked news and candidate news

Knowledge Co-Encoder
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• Entity Co-Attention Network
• Model relatedness of entities in clicked news and candidate news

Knowledge Co-Encoder
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• Interactively model semantic relatedness of clicked news and candidate news

Semantic Co-Encoder
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• Learn candidate news-aware user interest representation
• Learn user-aware candidate news representation

User-News Co-Encoder
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• Model user interest in candidate news
• 𝑧 = 𝒖 ⋅ 𝒄

Interest Matching
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Datasets

14

• MIND:
• Based on user logs on Microsoft News
• Collect user logs from 10.19 to 11.15, 2019
• Using user logs in the last week for evaluation
• Entities in news are extracted and linked to WikiData

• Feeds:
• Based on user logs on a commercial news feeds in Microsoft
• Collect user logs from 1.23 to 4.23, 2020
• Using user logs in the last three weeks for evaluation
• Entities in news are extracted and linked to WikiData



Performance Evaluation
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KIM significantly outperforms other baseline methods



Ablation Study
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Both knowledge and semantic matching are 
useful for the interest matching

All co-attention networks in KIM 
are useful for interest matching



Knowledge Modeling
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KIM is effective in knowledge modeling



• News recommendation with knowledge-aware interactive matching
• Knowledge co-encoder, semantic co-encoder
• User-news co-encoder

Conclusion
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