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• News recommendation is important for people to obtain information
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News Recommendation



• Existing news recommendation methods usually learn models from user 
behavior data (e.g., click data)

News Recommendation Methods
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Mainstream news recommendation models. Framework of news recommendation.

training



• User reading behaviors on different news providers are usually biased

Provider Biases in News Recommendation

Average #clicks per news from different providers on MIND.

4



• News recommendation models can capture provider bias from data

Provider Biases in News Recommendation

Average exposure number of popular & unpopular providers

• Challenges 
• Most of the existing news recommendation methods do not consider provider fairness
• Biased model may hurt the diversity of news sources and perspectives
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• Many provider fairness-aware methods are usually based on re-ranking
• e.g., OFAiR, FairRec, TFROM

Provider Fairness-aware Recommendation

• Challenges 
• Manually designed re-ranking rules may be sup-optimal for achieving an effective 

trade-off between performance and fairness 6



ProFairRec: Overall Framework
• Improve fairness of recommendation models learned from biased data
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ProFairRec: Overall Framework
• Learn fair representations for news and user to achieve provider fairness
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ProFairRec: Fair Model Training
• Learning fair representations for news and user to achieve provider fairness
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ProFairRec: Fair Model Training
• Adversarial learning: prevent fair representations from encoding provider bias
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ProFairRec: Fair Model Training
• Adversarial learning: prevent fair representations from encoding provider bias
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ProFairRec: Fair Model Training
• Regularization enforces the orthogonality of fair and biased representations
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ProFairRec: Fair Model Training
• The overall training objective for learning fair news recommendation models
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• Only match provider-fair news and user representations to improve provider 
fairness in news recommendation

ProFairRec: Fair News Recommendation
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• Dataset: MIND

• Recommendation metric: AUC, MRR, nDCG@10
• Partition providers into two groups based on popularity
• Fairness metric: measuring the unfairness of exposure opportunities  

Experimental Dataset and Settings
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Performance and Fairness
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Performance 

Fairness



Generalization of ProFairRec
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Performance 

Fairness



Ablation Study on ProFairRec
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Ablation study on ProFairRec. 



Influence of Adversarial Learning
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Trade-off between recommendation performance and fairness



Conclusion
• We are the first to to study the provider fairness problem in news recommendation
• We propose a unified framework to learn provider-fair news representations and 

user representations from biased data.
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