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• Online news platforms become popular for people to read news
• News recommendation is critical for improving user experience

News Recommendation
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• Most existing methods rely on centralized storage of user data to train 
models and serve users

NRMS
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News Recommendation Methods

• Challenges 
• Centralized storage of user data may arouse privacy concerns and risks
• Application of these methods may violate some privacy regulations

Mainstream framework



• Most existing methods focus on training a recommend model for ranking 
candidate items (e.g. news) in a privacy-preserving way
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Privacy-Preserving Recommender Systems

• Challenges 
• How to generate candidate news and serve users with decentralized user data in 

a privacy-preserving way remains an open problem



• A unified privacy-preserving news recommendation framework for both 
model training and online serving

Uni-FedRec

5The framework of Uni-FedRec for privacy-preserving model training



• A unified privacy-preserving news recommendation framework for both 
model training and online serving

Uni-FedRec

6The framework of Uni-FedRec for privacy-preserving online serving



• Recommend news according to user interest with decentralized user data
• Privacy-preserving news recall framework;  Local news ranking framework

Uni-FedRec: Privacy-Preserving Online Serving
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• Users usually have multiple interest
• Learn multiple representation to model diverse user interest

User Model for News Recall
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• Synthesize interest representations via basic interest embeddings

Interest Decomposer-Aggregator Framework
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• Synthesize interest representations via basic interest embeddings
• Interest decomposer: 𝑎!" = 𝒓" ⋅ 𝒆!# , 𝑗 = 1,2, … , 𝐵

Interest Decomposer-Aggregator Framework
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• Synthesize interest representations via basic interest embeddings with noise
• Perturbation noise: ,𝑎!" = 𝑓$(𝑎!" ) + 𝑛% , 𝑛%∼ 𝐿𝑎 0, 𝜆%

Interest Decomposer-Aggregator Framework
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• Synthesize interest representations via basic interest embeddings with noise
• Interest aggregator:�̂�" = ∑!&'( 𝛼!"𝒆!)

Interest Decomposer-Aggregator Framework
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• Recall news according to different user interest representations
• Integrate candidate news generated by different channels

Multi-Channel News Recall
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• Locally rank candidate news in the user client via existing personalized 
news ranking methods

Local News Ranking
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Privacy-Preserving Model Training
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• Privacy-preserving model training with federated learning
• Protect uploaded gradients with LDP: !𝑮! = 𝑓" 𝑮! + 𝑛#, 𝑛# ∼ 𝐿𝑎(0, 𝜆#)



Datasets
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• MIND:
• A public news recommendation dataset based on Microsoft News
• Constructed by user logs from 2019.10.19 to 2019.11.15 (6 weeks)

• NewsFeeds:
• Constructed by user logs on a news feeds app in Microsoft
• Constructed by user logs from 2020.01.23 to 2020.04.23 (13 weeks)



News Recall Performance Comparison
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News recall performance of different methods.
Higher recall rates means better performance.



Privacy Protection Performance Comparison
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Privacy protection ability is measured by rates of user’s historical clicked news recalled 
from the news pool. Lower recall rates means better privacy protection performance.



Recommendation Performance
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Recommendation performance (AUC) of different methods, where rows 
and columns are different recall and ranking methods, respectively.



Ablation Study on Uni-FedRec
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Effectiveness of different modules in recall 
performance and privacy protection



Conclusion
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• Propose a unified privacy-preserving news recommendation framework 
for both online serving and model training
• Propose a privacy-preserving recall model which can compressively model 

user interest and protect user privacy
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